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Predictive Analytics is an advanced analytics that makes 
predictions about future events. It uses many 
techniques including statistics, modeling, machine 
learning, artificial intelligence and more. By successfully 
identifying the relationships among many factors and 
interpreting data, business (or individual) is effectively 
able to assess risks and opportunities and be 
preemptive for the future.

Predictive analysis can be done much more efficiently 
when it takes step by step and iterative operations 
followed by CRISP-DM. Business understanding is the 
first phase. Some of the things you want to achieve at 
this stage include:

• Find the questions you want to answer
• Include stakeholders in the discussion from 

the very beginning
• Define analytical goals
• Make it clear about expectation of success
• Communicate how others should help for 

analytical projects
• Define the target variables to make sense to 

all stakeholders
• Create project plan with timeline and 

milestones

In this tutorial, a health related topic has been chosen, and the goals have been narrowed down to

Discover analytical insights of healthy life and longevity:

(1) discover key health indicators to improve longevity

(2) predict life expectancy and healthier life

Business Understanding
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Secondly we need to understand the data. The below is what needs 
to be considered during this phase.

• Learn existing data sources, practical problems

• Write how we will extract and assemble the data

• Assess if data is suitable for the intended outcome

• Enhance the data with internal data and external data

• Run descriptive statistics for all variables (mean, medians, 
standard deviations, etc.)

• Learn continuous and categorial variables

• Define target variables

• How to handle outliers

• Graph data distributions

• Convert data distribution to a form a normal curve (logistic 
regression)

• Calculate correlation coefficients

• How to handle missing data

• How to handle sample in larger data population, experimental 
bias, measurement bias, intentional bias

• Determine if data set samples should be performed prior to 
analysis (reduce data volume, use that into resampling or cross 
validation, undersampling or oversampling?)

• Data set has been obtained at https://catalog.data.gov/dataset/community-health-
status-indicators-chsi-to-combat-obesity-heart-disease-and-cancer

• The data set has been relatively in a good shape and is composed of 7 csv files with 
data explanation.

• Interesting information has been detected many areas including rick factors, 
access to care and demographic information. 

Data Understanding
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https://catalog.data.gov/dataset/community-health-status-indicators-chsi-to-combat-obesity-heart-disease-and-cancer


Data Understanding – important data description

When possible, it would be very helpful to obtain data dictionary or description.  
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In order get good ideas about data, exploratory graphs and basic statistical 
information can be used. KNIME is an open source data mining program. 
Among KNIME nodes, Interactive table, bar chart, statistics are useful during 
the exploratory phase.

First the file has to be read, and then connect to interactive table, statistics 
and bar chart.

To move to the next step, key attributes should be identified. Basic statistics 
should be computed to find meaningful information. Exploratory graphics 
can be used to gain further insights to formulate hypotheses. 

Data Understanding
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Interactive table shows that there are a lot of -1,111 which should be handled. It looks like this is an arbitrary number to fill up missing value or un-determined value.

Data Understanding – interactive table
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This basic statistics table shows how data has been distributed and many ideas of what to do to prepare the data including missing value, outliers, and many more to 
build models.. 

Data Understanding - statistics
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Data Understanding – histogram (life expectancy and poverty)

There are 2 bars stand out. It is suspected they might include some outliers. 
It is interesting to find out that poverty has close relationship with longevity. 
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Data Understanding – histogram (life expectancy and health status)

Until around 70 years old, health status (self-diagnosed) and life expectancy 
has negative relationship. There’s a bar that might include outlier.
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Data Understanding – histogram (life expectancy and no exercise rate)

First 4 bins shows negative relationship with life expectancy. It looks like 
there are other factors besides we have as independent variables to cause 
life expectancy before 70 years old.
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Feature Selection (1)
Feature selection is also known as variable, attribute, 
predictor selection. This is a selecting process to use 
them in predictive model construction. It is important to 
simplify the attributes in order to interpret the models 
easily, reduce processing time, enhance generalization, 
and reduce overfitting.

This analytical activities focus on ALE (Average life 
expectancy) as a main class attribute.

• Insights: It shows that poverty, health status (self 
diagnosed), exercise and smoking are strong indicators 
to factor average life expectancy followed by diabetes, 
diabetes, obesity. It would be not unsafe that what 
people think about their health status is more likely 
their actual health status. It is interesting to know that 
poverty is #1 factor and “Black” race is also one of 
important factors.
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Feature Selection (2)
In order to get F-value to see how importantly variables are related to the dependent variable, you click ”Data Mining “ tab, then “Feature Selection”. After you specify the 
variables, you can click “summery” for F-value. When you click “histogram”, you can get importance plot.



Strong Predicters
The Scatterplots between average life expectancy and poverty and No-exercise show negative linear relationship. 
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Correlations
Interesting findings between factors

• Almost perfect linear relationship 
between diabetes and high blood 
pressure

• Smoking related very strongly all to 
diabetes, high blood pressure, obesity, 
and even exercise. There is something 
unexpected discovery that smokers less 
likely spend time to exercise.

• All heath risk factors are showing positive 
linear relationship each other.
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Data Preparation
During this phase, some of the following should be determined and managed. 

• Sampling

• Random sampling

• Stratified sampling (more than 2 groups)

• Oversampling and undersampling

• Assign case weights or prior probabilities to specific target 
classes

• Cleaning

• Reduce variables to reduce complexity for models to work 
efficiently, and reduce noise

• Reduce numbers (neural network accepts categorial value only to 
numbers, it’s better for decision tree as well)

• Clustering – reduce data volume

• Derive “dummy” variables from categorial variables

• Develop hierarchy generation

• Standardization – for statistical algorithms

• Recoding 

• Filtering

• Missing value imputation

• Derived variables

• Summarize, calculate, make dummy variables

• Handle outliers

• Handle temporal data

For this predictive analysis, in order to construct the final dataset, 

• Less valuable variables have been deleted

• 3 csv files have been consolidated and the data has been 
simplified from county level to state level for easy manipulation

• Missing data case has been handled

• Some data has been calculated (sum, average, etc.)
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STATISTICA Data Miner Recipes (DMR)  

This is a systematic process to build analytic models that relate dependent variables to 
independent variables. Usually when dependent variables are continuous, it is likely involved 
with regression models. When they are categorical, it creates classification models. DM Recipe 
is a step-by-step process starting with data analysis and ends with model evaluation. It includes 
various predictive models including neural networks, support vector machines, trees, and more. 

 

HOW TO START 

1. Click “File” tab, ”Open” source file. Before we start, we need to have “prepared” (i.e., 
cleaning, transformation) data ready in order to avoid any problems. 

 

2. Click “Data Miner Recipes” from “Data Mining” tab. Then data mining dialogue will be 
opened. 

 
 

3. Once you select New or Open file, it starts from Data preparation. If you are here, it is very 
self-explanatory from here and basically you can just follow the following “Next step”. First 
you can connect the data file. Just as you have done at Feature selection, variables should be 
specified.  
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You have an option to choose "sample data” and specify how you want to do sampling in 
“Advanced” tab.  

 

4. At Data for analysis, you get to see the basic statistic data and choose the training 
sample size.  

 
 

You are able to review statistical data such as mean, standard deviation, skewness etc. Also, 
you should specify the test sampling. This is not selected in default. But testing sample would 
be highly recommended to test the accuracy of trained models. 
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5. Data redundancy 

Often, we may feel like the more the predictor variables we have, the better or more 
accurate predictable models we can build. Because all those variables would help to 
build models with better accuracy and less error. However, often when the 
dimensionality increases, the huge number of combinations of values grow 
exponentially. It becomes harder to support to the outcome of the models. Actually, 
simple variables can help to gain more than to lose some information from less variables 
as a result. 

 
In this case, “curse of dimensionality” has been considered during data preparation 
stage. We did not do anything. 

 

6. Important variables  

STATISTICA DMR uses tree-based algorithms for finding important input predictor variables 
and interactions among them even after we have handled “data redundancy” previously to 
make sure simple interactions between variables. 
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Fast predictor screening has been chosen to make sure that the data has been optimized for 
models at best. 

 

7. Model building.  

 
 

By default, the program automatically searches some predictive models, and is ready to 
“automate” the process them. Large-size data can take a while to build models.  

It is also very useful to check a number of graphical displays to review how each model 
perform to predict the target of interest.  

 

Boosted Tree

 

Neural Network 
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SVM 

 

C&RT 

 
  

 

Once the models have finished building, we can get a table to show accuracy of each model. 

 

 
 

 

8. Model evaluation.  

The models have been built. This is the process to test “trained models” with data sets that 
were not used before. The ability to predict new data is a very important part of predictive 
analysis. If the models do not perform, we will need to go back and investigate the data set and 
settings of models and try to re-build or change the existing models to meet the needs and 
goals. 
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The scatterplots show that SVM model performs different from 3 other models. The 
other 3 models show very similar linear relationship. 

 

 

 
Neural network shows the strongest correlations and smallest error rate. 

After you click “Evaluate models” button, the result will tell in many ways about the 
models. You can also review “Summery of Deployment” to check the difference 
between observed data and predicted data for each model in case you need to check 
the data in a granular level. 
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Overall, it is likely that Neural Network model will predict more accurately compared to 
other 3 models, boosted tree, SVM and C&RT. Among the 4 models, STATISTICA shows 
that Neural Network has the most significance as it has the least residual and the 
strongest correlation coefficient. Residual error is the difference between observed 
value and the estimated value. The smaller the number is the better the prediction is. 
Correlation coefficient is statistical relationship between variables. Usually it lays from 1 
to -1. The closer to 1 or -1 is, the stronger relationship is. 

 

7. Deployment.  

Now it is the stage to actually use the model to predict with real world cases. The data will be 
brand new which have not been used both for training and testing. Successful predictive 
models should be able to predict new data with the accuracy that stakeholders can accept. 
Unfortunately, only STATISCA enterprise version is able to experience actual deployment. 

Additionally you may also like to download PMML xml code for single data mining algorithm. 
Click “Code generator”, select PMML and save XML file somewhere. 
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Neural Networks 
 
From DM recipe, we learned that neural network model is the best among 4 models. This 
algorithm will be run again individually with more control and optimization in order to see if 
this can be performed even better. 
 

1. Click “Data Mining” tab, and click “Neural Networks” 
 

 
 

2. You have option to deploy from the previous analysis, or you can select new analysis.  
 

 
 

 
 
New analysis with “Regression” option has been started. 
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3. As you click the 

“ok”, you will see a 
dialogue box like 
the below. Just like 
other times, 
variables need to 
be specified. 

 
 

 
 

You have an option to 
choose sample 
differently for 
subsequent analysis.  
 

 
 

At this time, random 
sampling has been 
selected as below. 
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4. Now the setup has 
been done and we 
can start training. 
Click “Train” button. 

 

 
 

It’s running 
 

 
 

The result is like below. ANN 
will train and retain 5 
networks. When training is 
complete, the ANN Results 
dialog box will be displayed.  
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5. Check the results 

 

 
 

 
 
 

 
 
 
15-7-1 has better predicting performance compared to other networks. All 5 models are in the 
similar range. 15-10-1 has yield higher correlation in test and validation data set. Earlier in DM 
recipe, NN had correlation of 0.87 whereas ANN made it up to 91%. Adding hidden units and 
iterative training, the significance has been improved. You have an option to choose certain 
network to build and deploy the model. 
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Support Vector Machine 
 
We wanted to give it a try if support vector machine can be improved by building it individually, 
and possibly even better than ANNs have performed above. 
 

1. Click “Data Mining” 
tab, and click 
“Machine Learning” 

 
 

 
2. Click Support Vector 

Machine 
 

 
 

3. As you click the “ok”, 
you will see a dialogue 
box like the below. 
Just like other times, 
variables need to be 
specified. 

 
 

 
4. Specify Sampling 
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5. V-fold cross validation 
 

 

 
 
Now, display the “Cross-validation” tab and select the “Apply v-fold cross-validation” check box. 
Click OK to initiate SVM training (model fitting), which is carried out in two stages. In the first 
stage, a search is made for an estimate of the capacity constant that achieves the highest 
classification accuracy. In the second phase of training, the estimated value of capacity is used 
to train an SVM model using the entire training sample. When training is finished, the Support 
Vector Machine Results dialog is displayed. 
 
 

6. Results 
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You can review the results of SVM at the result dialog. The summary box at the top show 
specification of model information including number of support vectors, types, parameters and 
more. The detail view can be seen at regression summery. The tab of Plots can make many 
graphs like histogram and scatterplots. 
 
Mean error squared is 1.773 which is higher than Neural network model, correlation coefficient 
is 0.856 which is slightly less than NN model. After we deployed V-fold cross validation, the 
overall performance has been improved, but still NN model seems to be better. 
 
Check out simple results from 2 other regression models below. 
 
Boosted Tree Model 
 

 
 

K-Nearest Neighbor Model 
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Model Comparison 
 
After building 4 models, we should compare them in order to find the most optimal model. 
Since the dependent variable is continuous and they all are regression models, 3 matrixes have 
been chosen to measure their significance: mean squared error, correlation coefficient, residual 
diagnostic graphs. 
 

 Neural 
Network 

SVM Tree K-Nearest 

1. Mean Squared Error 0.67 1.77 0.76 1.03 
2. Correlation Coefficient 0.91 0.85 0.79 0.86 

 
 

3. Residual Diagnostics 
 
Boosted Tree 

 

 
SVM 

 

 
Automatic Neural Network 

 
 

  
K Nearest Neighbor 
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Summery 
 
Overall, it has been concluded that neural network model would be chosen to predict life 
expectancy as the neural network model has the smallest error and the greatest correlation 
coefficient. 
 
Next page includes some learnings from the class and experiment with classification model. 
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Experiment Classification Model 
 
Just to experience the case of classification model, bins have been created as another target 
class of life expectancy during data preparation stage. And decision tree classification model 
has been made at KNIME. 
 
Some of the validation have been checked after the model has been built. 
 
Confusion Matrix:  
Accuracy is over 97%. This seems 
“too” good. It would be worth 
checking if bin size is too big, the 
model has overfitting problem, 
the data itself has been already 
too generalized, sample size is too 
small, or just the model is 
incredibly good. 
 

 
 

 
Cumulative Gain chart (Lift Chart):  
The blue straight line is the base. 
The red curved line is the actual. 
 
The further the curved line is from 
the straight line, the better.  
 
When there are more than 1 lift 
chart from various classification 
models, the model with bigger 
curve will be picked. And optimal 
point can be noticed from the 
curved line as well. 
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